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# A. PROJECT OVERVIEW

The goal of this project is to predict the individual house prices in Ames, Iowa given train and test data originally containing 79 features. Data processing includes imputations of missing values, numerical data standardization, categorical data encoding, feature selection and engineering based on the correlation coefficients between features, and dimensionality reduction using primary component analysis (PCA). Regarding subgrouping the data, k-means clustering is used to divide the data, and k-nearest neighbors with grid-search cross-validation is used to predict the clusters for the test data. A variety of ML algorithms including stochastic gradient descent, decision tree regressor, linear regression, lasso and ridge regularization, support vector machine, and neural network models were applied for an overall MSE using the stacking regressor of 707131939.38.

# B. CONSTRUCTION OF THE ALPHA MODEL

## B.1. Exploratory Data Analysis (EDA)

Modeled after the provided examples in Lecture 1 and Homework 1, exploratory data analysis of the train data was performed. The train data set had shape (1022, 82), indicating 1022 observations and 82 features, and contained ‘float64,’ ‘object,’ and ‘int64’ data types. Using the pandas describe() function, a statistical overview of the numerical data was obtained including the mean, standard deviation, and quartiles. Histograms of the overall distribution were also plotted for each numerical feature. To visualize the categorical data, a dictionary was created with the keys being the categorical feature names and the values being the possible values for the categorical feature.

To determine which features were strongly correlated to the target ‘SalePrice,’ the pandas corr() function was applied to the numerical features to construct a correlation matrix, sorted by the strongest correlation to ‘SalePrice’ in ascending order. The most strongly correlated features to ‘SalePrice’ included ‘OverallQual’ (0.790), ‘GrLivArea’ (0.720), ‘GarageCars’ (0.634), ‘GarageArea’ (0.626), and ‘TotalBsmtSF’ (0.613). The function **get\_top\_n\_pairs** was implemented to tabulate the names of feature pairs with the strongest correlation to each other and their correlation coefficient. This revealed that ‘Id’ and ‘Unnamed: 0’ have a correlation coefficient of 1.000, indicating that both features contain the same values to identify individual observations.

## B.2 Data Preprocessing

### B.2.1. Handling Missing Values

In the alpha model, data preprocessing focused on the training data. The column ‘Unnamed: 0’ containing the same values as the ID was dropped to remove redundancy. To determine how to handle features with missing data, two functions were written. The first, **print\_null\_features(X)**, prints each feature in dataframe X with the percent of missing observations. The second function, **null\_columns(X)**, returns a dictionary with features missing data as the keys and the percent of missing data as the values. In a subsequent for loop, **null\_columns** is applied to determine which features are missing more than 80% of their data. These features (‘Alley,’ ‘PoolQC,’ ‘Fence,’ ‘MiscFeature’) are appended to a list and iteratively dropped from the train data.

The training data was split to separate numerical features from categorical features. Regarding the numerical features, applying **print\_null\_features** indicated the missing numerical features were ‘LotFrontage,’ ‘GarbageYrBlt,’ and ‘MasVnrArea.’ As ‘LotFrontage’ was missing a large portion of data (17.6%), K-S tests were performed with imputations using the median and mean. The p-values of the K-S tests were less than 0.05, meaning the null hypotheses, the distributions for the missing values removed vs. values imputed with the median or mean are identical, were rejected. Though this indicated that the missing values should be dropped, dropping the rows with missing ‘LotFrontage’ values would result in losing over 10% of the total observations and could significantly impact the overall model accuracy. For this reason, the missing ‘LotFrontage’ values were imputed with the median; the values for the remaining numerical features with missing observations were also imputed with the median.

### B.2.2. Standardizing Numerical Features

‘SalePrice’ and ‘Id’ were removed from the train numerical data so the target and ID observations would not be standardized. Sklearn’s **MinMaxScaler()** and **StandardScaler()** were both used for fitting and transforming the numerical features dataframe. After evaluating each, standardization was chosen to convert the numerical data in different scales.

### B.2.3. Encoding Categorical Features

The categorical data was separated from the numerical data. For each feature in the categorical features, all the data besides the current feature was stored in a variable. The group names and number of groups in the current feature were also stored in variables. If the number of groups was two, meaning the feature was already binary, the one group in the data was converted to 0 and the other to 1. If the feature was not already binary, sklearn’s **LabelEncoder()** and **LabelBinarizer()** were used to convert each group in the current feature into a new binary feature, increasing the overall dimensionality. The encoded data from **LabelBinarizer**() was converted into a dataframe with a new heading, the current feature name and the group name, and then concatenated to the stored dataframe without the current feature. The steps in this for loop were repeated to encode all categorical features.

### B.2.4. Feature Selection and Engineering

The standardized numerical features, encoded categorical features, and ‘SalePrice’ were concatenated into a dataframe before feature engineering. A correlation matrix was constructed and sorted based on decreasing correlation coefficients. The one of the feature pairs in the first six pairs with a correlation coefficient above 0.95 were dropped.

Features were then analyzed to determine similarity between the information provided in the features. ‘GarageArea’ and ‘GarageCars’ were combined by element-wise division to create a new feature, ‘GarageArea\_per\_Cars.’ Similarly, ‘YearRemodAdd’ and ‘YearBuilt’ were combined by element-wise subtraction to create a new feature ‘NumYears\_BeforeRemodAdd.’ For binary features with correlation coefficients equal or greater than 0.6, the features were combined into new features by element-wise OR operation and renamed with both feature names. After adding these new features to the train data, the original features used for the combinations were dropped.

### B.2.5. Dimensionality Reduction with PCA

To address the increase in dimensionality from applying one hot encoding to the categorical features, principal component analysis (PCA) was applied. PCA determines the principal components in a dataset based on the eigenvectors and eigenvalues of the covariance matrix and creates new features based on the weighted combinations of the principal components. After dropping the ‘Id’ and ‘SalePrice’ columns, PCA was applied to the train data set, with standardized numerical features and encoded categorical features, to reduce the number of features to 35.

## B.3. Data Subgrouping

### B.3.1. K-Means Clustering

To subgroup the train data, k-means clustering was applied. Repeated for a specified number of iterations, k-means clustering randomly assigns k centers for k clusters, assigns each datapoint to its closest center, and recalculates the cluster’s mean to account for the newly assigned datapoints. To find the ideal k value to optimize the clustering, the elbow method is applied; this entails calculating the error associated with a range of k for the number of clusters and plotting the error vs. the number of clusters. The point after which the curve appears approximately linear is selected for k. This was accomplished through testing k values in the range from 1 through 9 with the given function in class **plot\_inertia** and sklearn’s KMeans(). Based on the curve obtained, the ideal k appeared to be three. The assigned clusters were added as a new column.

### B.3.2. K-Nearest Neighbors Classifier

At this point, the train data was divided into train and validation data, with validation being 20%. K-nearest neighbors (KNN), which finds the k closest neighbors to a certain datapoint based on shortest distance and classifies the datapoint’s cluster through a majority vote, was applied. Using sklearn’s KNeighborsClassifier, the model was fitted with the train data with the assigned clusters from k-means clustering as the target. Grid-search cross validation was used to test the number of neighbors in the range of 1 to 30 and to test ‘uniform’ or ‘distance’ weights, which respectively means equal weighting across all points in a cluster or weighting that awards greater influence to the closest neighbors. The mean accuracy scores were above 0.90, and the best accuracy score and parameters were printed. The validated model was then used to predict the clusters for the validation dataset, with an accuracy score above 0.94.

Following the classification, the observations in the train and validation sets were grouped by their clusters, and both dataframes were exported as csv files to be imported into a separate notebook file with ML algorithms and the final predictions. This was revised for the final model to include both the processing and prediction steps in one notebook file. The term cluster and group are used interchangeably as they serve the same purpose at identifying a subgroup of the dataset produced by the Data Subgrouping step. Within the code the data group is represented through the cluster feature in the dataset.

## B.4. Prediction Model Training and Validation

The task required training multiple regression models on each set of grouped data. Initially, the entire dataset was passed as a csv that contained a feature that identified the group in which each observation belonged to. This data was processed and grouped into the k groups for training and validations of the prediction model. This was done through the use of splitting the loaded data with pandas functions and a custom made grouping function. This method of pre-preparation for each of the k groups was used because training each individual model on each individual group of data requires that data group. All models were not trained within the same code block/function, so it seemed redundant to re-group the training data every time a model had to be trained.

The decision to train each model separately was made for the sake of debugging and error checking. While the training process for each model would be very similar, the difference in their parameters could cause a lot of confusion when attempting to debug. Additionally, if they were all trained at the same time, running that single training instance would not only take longer, but make it difficult to isolate and debug that one individual model while still being able to access the other trained models. Since the individual model training was separated from each other, and the training of the stacking method model, a method of storing and referencing each individual model was necessary. This was handled by saving the trained models in a formatted data structure that was referenced by the stacking method model.

As the stacking method for the final predictor within the model required already made models, the individual models were instantiated and trained using GridSearchCV before passing them into the following Stacking Regressors. Using this method, the already optimized individual model for each group could be passed to the Stacking Regressor, speeding up the training of the stacking method predictor.

### B.4.1. Model Selection

#### General Approach

The initial idea behind the model selection for the individual models to be used in the stacking method, was that 4 relatively different models should be used as a basis, and from there additional models could be chosen based upon those individual model’s performances on the training and validation datasets. Since the task was to predict the SalePrice of houses, regression models needed to be selected. The initial 4 models were Stochastic Gradient Descent, Decision Tree Regression, Support Vector Machine Regression, and Neural Network Regression. From there the additional models that performed well in training with similar training times to that of our basis models, excluding Neural Network Regression, were chosen. This training performance was evaluated based upon the reported MSEs in the training process as detailed in section B.4.2. The models chosen that fit the speed and performance criterias were Linear Regression, Lasso Regularization, and Ridge Regularization.

#### Models

Stochastic Gradient Descent (SGD or sgd): Stochastic Gradient Descent utilizes a loss function to impose a penalty on predicted values in an effort to fit a model onto some linearly related data.

Decision Tree Regression (DTR or dtr): Decision Tree Regression uses a set of if then else rules in order to come up with a method of predicting a value.

Linear Regression (LR or lr): Linear Regression uses a specified loss function to predict the value of a variable on a dataset with a linear relationship.

Lasso Regularization (Lasso or lasso): Lasso Regularization is an extension of Linear Regression that places a penalty to increase the generalizability of the trained model, reducing overfit.

Ridge Regularization (Ridge or ridge): Ridge Regularization works similarly to Lasso Regularization, however it does not impose the same penalty that Lasso Regularization does.

Support Vector Machine Regression (SVM or svm): Support Vector Machine Regression extends the classification ability of the Support Vector Machine to predict values

Neural Network Regression (NN or nn): Neural Network Regression utilizes a series of layers of nodes, each having their own weights associated with them, to create a final predicted value.

Stacking Regressor (stregr): Chosen ensemble method, it utilizes the stacking of a series of estimators to be fed to its final\_estimator to create a new model based on the models comprising the estimators.

Random Forest Regression (RFR or rfr): Extends the Decision Tree Regression by incorporating bootstrapping to combine different trained models to create a new model and was used as the final\_estimator for the Stacking Regressor.

### B.4.2. Model Training Workflow

Workflow for Individual Models Training:

1. Initialization
   1. Initialize four datasets:
      1. **X\_train**, **y\_train** (feature and target train data)
      2. **X\_validation** and **y\_validation** (feature and target validation data)
   2. Group the four datasets into k groups, and store in a dictionary where the keys are the k subgroups and values are the four datasets within the k subgroup:
      1. **X\_train\_k**, **y\_train\_k** (feature and target train data identified by k subgroup)
      2. **X\_validation\_k**, **y\_validation\_k** (feature and target validation data identified by k subgroup)
   3. Initialize **fitted\_models**, a list to save individual trained models
2. Training and Validation of Individual Models
   1. Initialize a variable to store the model name that will be used in the stacking regressor
   2. Initialize **cluster\_log**, a dictionary to map each group’s ID (cluster ID) to its trained model
   3. For each subgroup,
      1. Initialize the ML model to be used for training
      2. Create a parameter grid for all possible parameters to be optimized
      3. Initialize the grid to be utilized for GridSearchCV model optimization with a scoring value for Mean Squared Error (MSE)
      4. Fit the grid to the training data for the current data group
      5. Save the best scoring metric score (best\_score\_), utilize it to calculate the MSE (-1 \* best\_score\_) and it’s associated parameters (best\_params\_)
      6. Use the optimized grid to predict the y for the current group validation set
      7. Calculate the validation MSE between the predicted\_y and the actual\_y for the validation dataset using the E function specified below
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      8. Store the following information in a dictionary (group\_results)
         1. Current group/cluster id
         2. Best parameters from running GridSearchCV
         3. Best MSE and Negative MSE from GridSearchCV
         4. The calculated MSE for the validation data
         5. The fitted model
      9. Store group\_results in cluster\_log with group ID as the key and group\_results as the value
   4. Save the result of step 2.a into fitted\_models as a tuple
      1. Tuple form (<name of model trained>, <cluster\_log for the trained model>)
   5. Repeat Steps 2.a to 2.b for each individual model
   6. Pass fitted\_models to the stacking method to train the stacking model
3. Ensemble Model Training
   1. Grouped Dataset Stacking Regressor
      1. Define the model name for the Stacking Regressors over the group
      2. Read in fitted\_models and the grouped training and validation data
      3. Initialize a dictionary to store the model name for the stacking regressor for the current group
      4. For each training and validation data group
         1. Create the list of estimators for the current data group
            1. This list of estimators is comprised of m, 2 element tuples where the first element is the model\_name of an individual model, and the second element is the saved best model for that individual model’s training on the current training and validation data group

m = the number of individual model types

Each model type has k fitted group models

Both of these are retrievable from fitted\_models

* + - 1. Initialize the final estimator for the Stacking Regressor for the current data group
         1. RandomForestRegressor(criterion=’mse’) was utilized
      2. Initialize the Stacking Regressor for the current datagroup using the results of 3.a.iv.1 and 3.a.iv.2
      3. Fit the Stacking Regressor on the X\_train\_k and y\_train\_k for the current group
      4. Using the fitted Stacking Regressor, predict the y for X\_validation\_k
      5. Calculate the validation MSE between the predicted\_y and the actual\_y, y\_validation\_k, for the current datagroup using the E function specified below
         1. ![](data:image/png;base64,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)
      6. Store the following information in a dictionary (group\_results)
         1. Current group/cluster id
         2. Calculated validation MSE
         3. The fitted model
      7. Store group\_results in the dictionary created in step 3.a.ii
    1. Output a tuple
       1. Tuple is of the form (<3.a.i. model name, 3.a.ii dictionary>)
          1. At this point the dictionary from 3.a.ii has all the fitted models for each data group
  1. Entire Dataset Stacking Regressor
     1. Define the model name for the Stacking Regressor on the entire dataset
     2. Read in the output from step 3.a and the training and validation datasets from step 1.a
     3. Create the estimators list using the output from step 3.a
        1. The list of estimator is comprised of k, 2 element tuples where the first element is the model\_name for the fitted stacking regressor associated with the group of group ID = i, and the model is the fitted stacking regressor for group of group ID = i
        2. Initialize the final estimator for the Stacking Regressor
           1. RandomForestRegressor(criterion=’mse’) was utilized
        3. Initialize the Stacking Regressor for the inputted dataset using the results of 3.b.ii.1 and 3.b.ii.2
        4. Fit the Stacking Regressor on the X\_train and y\_train data
        5. Using the fitted Stacking Regressor, predict the y for X\_validation
        6. Calculate the validation MSE between the predicted\_y and the actual\_y, y\_validation, for the validation data using the E function specified below
           1. ![](data:image/png;base64,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)
        7. Store the following information in a dictionary (all\_results)
           1. Model name
           2. Validation MSE
           3. Fitted model
        8. Output a tuple
           1. Tuple is of the form (<3.b.i. model name, 3.b.iii.7 dictionary)

##### General Workflow Intuition

This workflow was chosen primarily for the ability to have easy debugging access to each component in the pipeline. Because of this, the standardization of many operations within functions, as well as all of the outputs from those functions was needed. This made adding any additional models, as well as functions, fairly simple as methods were already put in place to handle multiple things from data processing to model training.

##### Initialization

The initialization process for the model training began with creating methods to store each trained best model. The training process for each model should roughly be the same. The training time of each model was reduced by formatting all data into the forms required, and saving for later reference.

##### Training and Validation of Individual Models

As each individual model, as well as the Grouped Dataset Stacking Regressor followed a similar blueprint, the main focus was the construction of a singular model training. From there, a working template was built so that each additional model training and validation method for all models that handle training on grouped data could be made using this template. The only real changes between all of the individual models were the specifying of model names, model initialization, parameter grids, and any adjustments to the final output to be saved to the fitted\_models storage variable.

##### Ensemble Model Training

The ensemble models differed from the individual models, as they did not utilize a GridSearchCV for hyper-parameter tuning/optimization, as the passed in models within the estimators variable had already been through that process. For both the ensemble models the creation of the estimators was the main difference.

For the Grouped Dataset Stacking Regressor, the method still resembled the training of the individual models very closely. The only real addition, aside from the declaration of the final\_estimator, was the need to create a new set of estimators for each individual dataset group.

For the Entire Dataset Stacking Regressor, it no longer required the iteration over every single dataset group, so only one set of estimators was made. This Entire Dataset Stacking Regressor also serves as an additional metric to evaluate the overall performance of the Grouped Dataset Stacking Regressor when predicting in the test data. This is elaborated on in the Evaluating Trained Models subsection in section C.2.4.

# C. Revisions for the Final Model

## C.1. Train and Test Data Processing

The primary difference between the alpha and final models is how the processes previously outlined are structured. The given train and test csv files are imported to the notebook as dataframes and are used as arguments for **test\_data\_prediction** to process both datasets simultaneously. In this function, the ‘Unnamed: 0” column is dropped from both the train and test sets. Features in the train data missing over 80% of observations are identified and dropped from both the train and test data.

The function **imputation**, which is applied with the train or test dataframe as the argument, handles the remaining missing values. **null\_columns** is applied to construct a dictionary with features missing values as keys and the percent of missing data as values. If the feature is numerical, the missing values are imputed with the median. If the feature is categorical and more than 40% of the data is missing, the missing values are imputed with a new category “Missing\_Data.” Otherwise, the missing categorical values are imputed with the mode.

The function **numerical\_feature\_standardize** standardizes the numerical features for both the train and test data. After separating the numerical data from the train and test data, the ‘Id’ and ‘SalePrice’ columns are stored in variables and dropped from the datasets. Using sklearn’s StandardScaler(), the model is fitted with the train numerical data and used to transform the train and test numerical data. The standardized train and test data are concatenated with their respective ‘Id’ and ‘SalePrice’ columns before returning the dataframes.

The function **categorical\_feature\_encoding** uses one hot encoding to convert the categorical features in the train and test data into binary features. For each categorical feature, the remaining features in the train and test data are stored in variables. If the feature is already binary, the groups are converted to either 0 or 1 in both the train and test data. Otherwise, sklearn’s LabelEncoder and LabelBinarizer are fitted with the feature in the train data; the fitted model is then used to transform the train and test feature. The encoded features are then concatenated with the remaining data in their respective train and test data sets before returning the dataframes.

The function **feature\_engineering** drops one feature in strongly correlated feature pairs and combines features that are moderately correlated for train and test data. If the correlation coefficient of two features in the train data is equal to or above 0.95, one of the features is dropped for the train and test data. If two features are binary, likely the encoded categorical features, and have a correlation coefficient equal to or above 0.6, a new feature combining the two using element-wise OR operation is created, and the original features are dropped.

The function **pca** reduces the dimensionality of the train and test data. After storing the ‘Id’ and ‘SalePrice’ columns in variables and dropping both from the datasets, sklearn’s PCA was fitted with the train data and applied to transform the train and test datasets, reducing the number of features to 35. The respective ‘Id’ and ‘SalePrice’ columns were then concatenated to the train and test datasets.

At this stage, the train data was split into train and validation data, respectively 80% and 20% of the given data set. The features were also separated from the target ‘SalePrice,’ denoted as X and y respectively, for both the train and validation sets. The function **plot\_inertia** is applied to graph the error of k-means clustering vs. number of clusters in the range 1 to 10. Observing a reduction in the overall MSE, the number of clusters was chosen to be four for the alpha model, as opposed to the three clusters used for the alpha model. The function **kmeans\_clustering** creates a KMeans model fitted with the train features data and uses the fitted model to predict the clusters for the train and validation data. After predicting the clusters for each datapoint, **KNN\_classifer** builds a KNeighborsClassifier for the number of neighbors in the range 1 to 30, fits the classifier with train data and the target clusters set with **kmeans\_clustering**, and predicts the clusters of the validation data. The accuracy of the validation cluster predictions is plotted against the number of neighbors tested. This model is validated using grid-search cross-validation with the same parameters used in the alpha model including the number of neighbors in the range of 1 to 30 and ‘uniform’ or ‘distance’ weights. The mean accuracy scores were above 0.90, and the best accuracy score and parameters were printed.

## C.2. Prediction Model Training

The prediction modeling workflow changed very little from the initial stages, as the main point of focus was converting the already existing code cells into easier to execute and portable functions. This required the creation of new helper functions for running similar parts of the model training, as well as grouping the data.

With the final model, when training the Grouped Dataset Stacking Regressor, best\_estimator\_ was passed in as opposed to the entire GridSearchCV object. With how GridSearchCV works, unless executing a prediction, the best model is not automatically used.

A helper function was made to calculate MSE as according to the assignment specifications. The alpha-mode used sklearn’s built-in function to calculate the Mean Squared Error divided the sum-squared difference by N, as opposed to dividing by 2N as specified in the assignment.

#### Functions

The training process had functions used to group the data into the appropriate datasets for training. These functions included two helper functions. The first is the **create\_features\_dict()** function, which creates a dictionary to reference the X and y features of the inputted datasets. The second helper function is the **group\_dataset()** function, which does the bulk of the grouping work by making all of the datasets for each of the k groups the data is separated into.

These two helper functions were utilized by the three data grouping functions. The first being **group\_all\_data()**, which takes in the X and y for the training, validation, and test datasets and groups all of them and returns the grouped datasets. The second function is **group\_training\_data()** which does the same process as **group\_all\_data()**, but excludes the test dataset as an input. This is replicated by the last function **group\_test\_data()**, which applies the same process as **group\_all\_data()**, but only on the X and y for the test dataset.

For the functions for the actual training of the models, two helper functions were also made. The first helper function is the **MSE()** function, which calculates the Mean Squared Error with the appropriate division by 2N. The second helper function is the **run\_grid\_search()** function which removes the need to include the grid search code in every single individual model training function.

The functions used for individual model training all follow the same naming convention, **train\_<model\_name>()**. These all follow the model training workflow outlined in section B.4.2. 7 different individual algorithms were trained, resulting in the **train\_sgd** (Stochastic Gradient Descent), **train\_dtr** (Decision Tree Regression), **train\_svr** (Support Vector Machine Regression), **train\_lr** (Linear Regression), **train\_lasso** (Lasso Regularization), **train\_ridge** (Ridge Regularization), and **train\_nn** (Neural Network Regression) functions.

The training of both the Grouped Dataset Stacking Regressor and the Entire Dataset Stacking Regressor were separated into individual functions as well. These functions are named **train\_stregr\_group()** and **train\_stregr\_all()**, with the \_group() and \_all() representing the training of Grouped Dataset Stacking Regressor and Entire Dataset Stacking Regressor respectively.

## C.3 Evaluating Models

### C.2.4. Evaluating Models

#### Evaluating Training Process

In order to evaluate the performance of the individual and ensemble models the individual MSEs for each model were stored and reported during the training process. Two MSEs for each individual model used in training were calculated and reported, the best\_score\_ outputted by GridSearchCV and the validation MSE calculated using the **MSE()** function. For clarification on these MSEs refer back to section B.4.2.

For the ensemble models, a singular MSE for each model was calculated and reported. This MSE was calculated using the **MSE()** function.

##### Individual Models

In the training and optimization of each individual model, GridSearchCV was run with cv=10, and its predicted\_y was evaluated on a separate validation dataset for the GridSearchCVs training dataset. This was done in hopes of minimizing any overfitting.

##### Ensemble Models

The stacking regressors were evaluated based on their MSE for their respective predictions on their validation sets, calculated by **MSE()**.

##### Overall Evaluation:

As it stands the MSEs for the individual and ensemble models can be improved further, it is unlikely that any of the improvements due to changing model design and training will be largely significant. Model selection could aid in improving.

#### Evaluating Trained Models Predictions

The final evaluation of the trained models came in the form of functions to predict the y on both the Grouped Test Dataset and the Entire Test Dataset. Three functions were defined. Two functions for the Grouped Test Dataset, and one function for the Entire Test Dataset. All of these functions utilize the **MSE()** function to calculate their loss.

The two functions were made for the Grouped Test Dataset to output both the MSE for each individual Group Stacking Regressor, as well as an Overall MSE for the Grouped Test Dataset.

The MSE evaluated by the prediction function for the Entire Test Dataset serves as a way to evaluate the Overall MSE of the Grouped Test Dataset predictions. Since this model has been trained with the Group Stacking Regressor and a final estimator directly on the entire test dataset, it can help give additional information on determining how good of a prediction Overall MSE is.

##### Functions

The **predict\_grouped\_data()** function is the first of the two functions to evaluate the Grouped Test Dataset. This function utilized the individual group predictors to predict the y for each of the groups in the Grouped Test Dataset, and reports the MSE for each group. It also returns a dictionary that stores the reported MSE, predicted\_y, actual\_y, model name, and fitted model used for each prediction on each of the k groups of data.

The **predict\_all\_data()** function is the function that predicts y for the Entire Test Dataset, and reports the calculated MSE. This function returns a dictionary containing the calculated MSE, the predicted\_y, the actual\_y, the model name, and the model used in the prediction.

**overall\_group\_mse()** is the last function used for calculating the trained model’s loss. This is the second function that utilizes the Grouped Test Dataset. It goes over each data group and calculates predicted\_y, and stores the predicted\_y and actual\_y for each group in their own arrays. These arrays, which contain all of the predicted\_y and actual\_y for the entire dataset, are then evaluated using the **MSE()** function to get the Overall MSE of the entire trained Grouped Dataset Stacking Regressor. This function outputs the calculated MSE, the arrays containing all the predicted\_y and actual\_y, and all of the trained models used to make the predictions.

##### Grouped Dataset Stacking Regressor: Individual Group MSE

Seeing the individual group model’s loss, as well as the overall loss is useful. Through this, any groups that are performing better than one another are evident, and can provide insights into how that can affect the Overall MSE.

##### Entire Dataset Stacking Regressor: Entire Dataset MSE

The inclusion of this metric serves as more of a secondary measuring stick. It does not directly help us compare the varying loss values reported by **predicted\_grouped\_data()**, but it can give an indication how much room for improvement exists in the predictions when compared to the OverallMSE

##### Grouped Dataset Stacking Regressor: Overall MSE

This is the final overall loss reported across all predictions on the Grouped Test Data. This serves as the final evaluation metric for the training process on the grouped data, and represents the entire loss seen across the entire dataset.

##### Overall Evaluation

The two auxiliary methods of MSE evaluation, Individual Group MSE and Entire Dataset MSE, help with the evaluation of Overall MSE of the entire model training process. By viewing both the Individual Group MSE and the Entire Dataset MSE, individual group performance is displayed, as well as how any possible adjustments of those group performances can aid in lowering Overall MSE.

# D. Conclusion

To summarize the workflow implemented in **test\_data\_prediction**, the features with over 80% missing data are dropped, the missing values are imputed with the median for numerical data or the mode or “Missing\_Data” for categorical data, numerical data is standardized, categorical data is converted to binary data through one hot encoding, feature engineering is performed to construct new features via element-wise operations of two correlated features, and PCA is applied for dimensionality reduction. After splitting the train data into train and validation sets, k-means clustering is used to divide the data into four subgroups, and a KNN classifier is built to predict the clusters for the test data. Regarding the algorithms used to predict the target ‘SalePrice’ for each subgroup, stochastic gradient descent, decision tree regressor, linear regression, lasso and ridge regularization, support vector machine, and neural network models were developed. The overall MSE using the stacking regressor applied to the subgroups was 707131939, and the overall MSE with the final stacking regressor applied to the full dataset was 552354324. For further improvements, the number of clusters and the parameters used for the KNN classifier should be re-evaluated to determine the optimal subgrouping to decrease the MSE associated with the subgroup stacking regressor. The choice of ML algorithms and parameters tested for each algorithm should also be optimized.
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